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Abstract. A family of mathematical models of nondeterministic data
flow is introduced. These models are constructed out of sets of traces, suc-
cesses, failures and divergences, cf. Hoare’s traces model, Roscoe’s stable-
failures model and Brookes and Roscoe’s failures/divergences model of
Communicating Sequential Processes. As in CSP, operators are defined
that are convenient for constructing processes in the various models.

1 Introduction

Consider sequential processes that communicate via input streams and output
streams (FIFO buffers of unlimited storage capacity), as in Kahn-MacQueen
data-flow networks [17, 18]. They are capable of the following actions:

– selectively reading data from their input streams,
– unreading (pushing back) data to their input streams,
– writing data to their output streams, and
– termination.

Processes can be composed in parallel. In particular, an output stream of
one process may be connected to an input stream of a second process. Any
datum written to the output stream by the first process should be transferred
(eventually and automatically) to the input stream, where it becomes available
for reading by the second process.

Processes can also be composed in sequence. When one process terminates
its successor starts to execute. An important point here (implicit in [10]) is that
termination does not destroy the contents of input streams and output streams.

Some years ago, the author, Hoare and He [16, 9] devised a process algebra
for (nondeterministic) data flow, as a variant of Communicating Sequential Pro-
cesses (CSP) [12]. (Part of this work was reproduced in [13].) We showed how
to simplify the failures/divergences model [4] of CSP so that refusal sets were
no longer required; failures could instead be identified with (finite) ‘quiescent
traces’ [7, 14] or ‘traces of completed computation sequences’ [23].

At the time we did not consider a binary angelic choice operator, nor se-
quential composition. One purpose of this article is to rectify those omissions.
Note that termination is modelled in CSP by a special symbol

√
(success) [11],
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but that would not work for what we shall call Data-Flow Sequential Processes
(DFSP). The solution is to create a ‘stub’ (a sequence of unread inputs) when
termination occurs and there are no pending outputs, cf. [10, 6].

Another purpose of this article is to show how the more recent stable-failures
model [27] of CSP can be adapted for DFSP. Indeed, a series of increasingly
sophisticated models for DFSP will be introduced in a step-by-step manner,
cf. [22]. Note that fairness issues, the focus of [23, 2, 3], are not addressed in
these models.

The rest of this article is organised as follows. In Section 2, we recall the
reordering relation [16, 9] between traces of directed events, a relation that cap-
tures the essence of data-flow communication. Subsequently, we define partial-
correctness models (in Sections 3–5) and a total-correctness model (in Section 6)
for DFSP, guided by what Roscoe [27] has done for CSP. In each case we consider
the semantics of operators appropriate to the model. Conclusions are drawn in
Section 7.

2 Directed Events, Traces and Reordering

A process is associated with an alphabet A, a (possibly infinite) set of symbols1,
partitioned into an input alphabet I and an output alphabet O. A symbol in I
designates the transfer of a particular datum to a particular input stream; a sym-
bol in O designates the transfer of a particular datum from a particular output
stream. Such directed events are considered to be atomic, i.e., instantaneous.

Following Hoare [11], we define a trace to be a finite sequence (string) of sym-
bols in A that expresses the occurrence of events over time as a linear order. In
respect of a process that communicates through streams of unbounded capacity,
however, two facts are noteworthy:

1. Events are independent if they are in the same direction but act upon dif-
ferent streams.

2. The occurrence of an input event does not depend upon the prior occurrence
of an output event.

The first fact would justify taking a more abstract approach, namely, to follow
Mazurkiewicz [21] by defining a trace to be an equivalence class on A∗. The two
facts taken together would justify being more abstract still, namely, to follow
Pratt [24] by defining a trace to be a partially-ordered multiset (pomset) on A.
For example, if a and b are independent input events and c and d are indepen-
dent output events, then the strings cabd and cbad are equivalent, but the only
ordering between events is given by a < d and b < d.

1 To be more concrete, we have in mind compound symbols with s.d referring to
stream s and datum d. We would then require that s0.d0 ∈ I and s1.d1 ∈ O implies
that s0 �= s1. Moreover, if D is a data type associated with stream s, then s.d ∈ A
for all d ∈ D.
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Anyway, the possibility of reordering a trace without affecting the behaviour
of a process was recognized in [7, 28] and was formalised as a relation t � u (t
reorders u) between strings t and u in [16]. Reordering allows

– input symbols to be moved in front of other symbols
– output symbols to be moved behind other symbols

provided the symbols being swapped are associated with different streams. In
other words, it is the strongest reflexive transitive relation (i.e. preorder) such
that tabu � tbau if a ∈ I or b ∈ O, a and b designating transfers on different
streams. For example, if a and b are independent input events and c and d are
independent output events, then badc�cabd. Various properties of the reordering
relation have been proved in [19, 20].

More abstractly, t and u are equivalent (t �� u) if and only if t � u and u � t.
Note that, if two traces are equivalent, then reordering one into the other involves
only the swapping of input symbols and the swapping of output symbols, not
the swapping of input symbols with output symbols.

Not only does � give us Mazurkiewicz’s equivalence classes, but it also be-
comes a partial order on them. Note that a trace t is minimal (up to equiva-
lence) if and only if t ∈ I∗O∗. Kahn [17] modelled a class of data-flow networks
by means of continuous functions from the histories of input streams to the
histories of output streams. For that class, the minimal traces are all that are
needed. Moreover, reordering of a trace corresponds to ‘augmentation’ [25] or
‘subsumption’ [8], a partial order on pomsets.

3 Traces Model

A process with alphabet A (partitioned into I and O) can be modelled by a
set T of traces, i.e., T ⊆ A∗. (Pratt [24] similarly models a process by a set of
pomsets, and Gischer [8] investigates closure under subsumption.) This model
avoids the Brock-Ackerman anomaly [1]. It embodies the following assumptions:

1. Divergence is always possible, i.e., a process may remain unstable indefinitely.
2. Quiescence (also referred to as stable failure) is always possible, i.e., a process

that has become stable may refuse to output.

3.1 Healthiness Conditions

Four conditions must be satisfied by such a set T :
It contains the empty sequence.

ε ∈ T (1)

It is prefix-closed.2

{t, u : tu ∈ T : t} ⊆ T (2)

2 The set comprehension {l : D : E} denotes the set of all values E obtained by
substituting values that satisfy domain predicate D for the variables in the list l.
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It is receptive.
TI∗ ⊆ T (3)

It is closed under reordering.

{t, u : t ∈ T ∧ u � t : u} ⊆ T (4)

Observe that the space of healthy sets of traces is a complete lattice, with
least (greatest) member A∗ and greatest (least) member I∗, under the superset
(subset) order. Also, for any non-empty subset S of healthy sets of traces,

⋂
S

is the least upper (greatest lower) bound and
⋃

S is the greatest lower (least
upper) bound.

3.2 Operators

It is convenient to construct a process P out of CSP-like operators. traces(P ) is
then the set of traces denoted by P . For a given I and O, P is refined by Q if
traces(P ) ⊇ traces(Q). It is essential that the operators preserve the healthiness
conditions and are monotonic with respect to the refinement order. It turns out
that the operators are also continuous in the reverse (subset) order [27].

Quiescence. The process stop does nothing, though data can always be trans-
ferred to its input streams. Thus

traces(stop) = I∗

and we can see that stop refines every other process in the traces model.

Recursion. The meaning of a recursively-defined process µX. F (X) is given by⋃
0≤i F i(stop), the least fixed point of continuous function F with respect to

the subset order.

Nondeterministic Choice. The process P0 � P1 behaves like P0 or like P1.
(Broy [5] calls this ‘erratic’ choice because it is outside the control of the envi-
ronment.)

traces(P0 � P1) = traces(P0) ∪ traces(P1),

the greatest lower bound � with respect to the superset order.

Conditional Choice. Given a Boolean expression B, the process P0 � B � P1
behaves like P0 or like P1, depending upon whether or not B is true.

Prefixing. Given a minimal trace t (i.e. t ∈ I∗O∗), the process t → P reads
data from its input streams and writes data to its output streams in the order
given by t, and then behaves like P . The representation of such a sequence of
internal data transfers as a single step is a convenient abstraction.

traces(t → P ) = I∗ ∪ {u, v, w : u ∈ traces(P ) ∧ vw � tu : v} .3

3 When the input streams referenced in t are each associated with a data type of
cardinality one, the union with I∗ is redundant.
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stop is a fixed-point of input-prefixing:

t → stop = stop , if t ∈ I∗ .

Guarded Choice. Quiescence and prefixing generalise to guarded choice: the
process |0≤i<nti → Pi is constructed from an indexed set t of minimal traces
(guards) and an indexed set P of processes.

traces(|0≤i<nti → Pi)
= I∗ ∪ {i, u, v, w : 0 ≤ i < n ∧ u ∈ traces(Pi) ∧ vw � tiu : v} .

Observe that in the traces model guarded choice is simply a nondeterministic
choice between prefixed processes.

After. The behaviour of P after the occurrence of t is given by the process P/t,
for any trace t ∈ traces(P ). In particular, P/t is always meaningful for t ∈ I∗

and behaves like P with the contents of its input streams determined by t.

traces(P/t) = {u : tu ∈ traces(P ) : u} .

We have the following cancellation law:

(t → P )/u = P , if t �� u .

Observe also that

P/t is refined by P/u , if t � u ,

which follows from the definitions of refinement and /, and the property of �

that t0 � t1 implies t0u � t1u.

Parallel Composition. Parallel composition corresponds to blending [28] (in
which internal communication is concealed). Let input alphabet Ii and output
alphabet Oi of Pi partition Ai, for i = 0, 1, with I0 ∩ I1 = ∅ and O0 ∩ O1 = ∅.
Then the process P0 ‖ P1 has input alphabet (I0 ∪ I1) \ C and output alphabet
(O0 ∪ O1) \ C, where C = A0 ∩ A1, and

traces(P0 ‖ P1)
= {t : t ∈ (A0 ∪ A1)∗ ∧ t � A0 ∈ traces(P0) ∧ t � A1 ∈ traces(P1) : t \ C} .

(Closure under reordering is proved in [19].) Pratt proposes a similar operator
on sets of pomsets in [24].

Output-prefixing distributes through parallel composition, as follows:

t → (P0 ‖ P1) = (t0 → P0) ‖ (t1 → P1) ,
where t �� t0t1, if t0 ∈ (O0 \ I1)∗ and t1 ∈ (O1 \ I0)∗ .

Trading is also allowed between output-prefixing and after-input:

(t → P0) ‖ P1 = P0 ‖ (P1/t) , if t ∈ (O0 ∩ I1)∗ .
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4 Traces/Successes Model

A problem with the traces model is that it says nothing about successful ter-
mination and so one cannot define sequential composition. This is remedied by
modelling the set S of successes, where S ⊆ A∗ × I∗. Often we are only in-
terested in the first component of each pair in S, the set of such traces being
dom(S).

The structure of S (viz. a set of pairs of traces) is new4 and can be understood
as follows. For any t ∈ A∗, u ∈ O∗ and v ∈ I∗, (tu, v) ∈ S records the ability of
the process, after engaging in t, to terminate with u determining the contents of
its output streams (i.e. pending outputs) and v determining the contents of its
input streams (i.e. unread inputs). Of course, this implies that if u = u0u1, then
the process is also able to terminate after tu0, leaving u1 pending and v unread.
The second component of a member of S might be referred to as a ‘stub’, being
what is left over upon termination of a process.

Broy and Lengauer [6] provide another way to model terminating processes.
They generalise from deterministic processes represented by functions from states
to states, to nondeterministic processes represented by sets of such
functions.

4.1 Healthiness Conditions

Three conditions must be satisfied by a pair (T, S) in addition to the four stated
above for T :

The first component of every success is a trace.

dom(S) ⊆ T (5)

S is receptive.

{t, u, v : (t, u) ∈ S ∧ v ∈ I∗ : (tv, uv)} ⊆ S (6)

S is closed under reordering of both components.

{t, u, v, w : (t, u) ∈ S ∧ v � t ∧ w �� u : (v, w)} ⊆ S (7)

Note that, in spite of Condition (6), symbols in the stub v of a success (u, v)
are not necessarily present in u. Such successes can arise from the application of
the after operator and from unreading, as we are about to see.

The space of healthy pairs (T, S) is a complete lattice under the pair-wise
superset (subset) order.

4 Roscoe discusses at length in [27] how termination is modelled in CSP with
√

. He
does mention as an alternative, however, that ‘the termination traces (at least) would
have to be included as a separate component’.
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4.2 Operators

The refinement order remains superset (now in each component). The operators
previously introduced for the traces model can be lifted to the traces/successes
model by defining their successes, and several more operators are now
meaningful.

successes(stop) = ∅ .

successes(P0 � P1) = successes(P0) ∪ successes(P1) .

successes(t → P ) = {u, v, w : (u, v) ∈ successes(P ) ∧ w � tu : (w, v)} .

successes(|0≤i<nti → Pi)
= {i, u, v, w : 0 ≤ i < n ∧ (u, v) ∈ successes(Pi) ∧ w � tiu : (w, v)} .

successes(P/t) = {u, v : (tu, v) ∈ successes(P ) : (u, v)} .

Parallel composition requires distributed termination [27] (in which both com-
ponents must terminate before the composite process can).

successes(P0 ‖ P1) = {t, u : t ∈ (A0 ∪ A1)∗ ∧ u ∈ (I0 ∪ I1)∗

∧ (t � A0, u � I0) ∈ successes(P0)
∧ (t � A1, u � I1) ∈ successes(P1) : (t \ C, u \ C)} .

Termination. The process skip differs from stop in that it terminates success-
fully.

traces(skip) = I∗

successes(skip) = {u, v : u ∈ I∗ ∧ u �� v : (u, v)} .

Reaction. The process t, where t is a minimal trace, reads data from its input
streams and writes data to its output streams in the order given by t, and then
terminates successfully. (So ε is the same as skip.)

traces(t) = I∗ ∪ {u, v, w : u ∈ I∗ ∧ vw � tu : v}
successes(t) = {u, v : u ∈ I∗ ∧ v � tu : (v, u)} .

It is a special case of prefixing:

t = t → skip , if t ∈ I∗O∗ .

Unreading. The process t−1, t ∈ I∗, unreads (pushes back) data on its input
streams before terminating successfully. (So ε−1 is also the same as skip.)

traces(t−1) = I∗

successes(t−1) = {u, v : u ∈ I∗ ∧ tu �� v : (u, v)} .
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Sequential Composition. The process P0; P1 behaves like P0 until that ter-
minates successfully, allowing P1 to take over.

traces(P0; P1)
= traces(P0)

∪ {t0, t1, t, u, v : (t0, v) ∈ successes(P0) ∧ vt1 ∈ traces(P1) ∧ tu � t0t1 : t}
successes(P0; P1)
= {t0, t1, t, v, w : (t0, v) ∈ successes(P0)

∧ (vt1, w) ∈ successes(P1) ∧ t � t0t1 : (t, w)} .

Compare the following law to how division by a non-zero number relates to
multiplication by the reciprocal of that number:

P/t = t−1; P , if t ∈ I∗ .

Iteration ∗P is a special case of recursion [12]: µ X. P ; X .

5 Traces/Successes/Failures Model

A problem with the above models is that quiescence is always a possibility. This
is remedied by modelling the set F of (stable) failures, where F ⊆ A∗.

The structure of F (viz. a set of traces) is the same as in the author’s earlier
work [16, 15]. For any t ∈ A∗, t ∈ F records the ability of the process, after
engaging in t, to refuse to output after becoming stable, cf. Roscoe’s stable-
failures model5 [27].

5.1 Healthiness Conditions

Two conditions must be satisfied by a triple (T, S, F ) in addition to the seven
stated above for a pair (T, S):

F is a subset of T .
F ⊆ T (8)

F is closed under reordering.

{t, u : t ∈ F ∧ u � t : u} ⊆ F (9)

Note that whether or not a process, after engaging in t ∈ T , is able to
terminate is independent of whether or not it is able to become quiescent. That
is, t 
∈ dom(S) ∪ F , t ∈ dom(S) \ F , t ∈ F \ dom(S) and t ∈ dom(S) ∩ F are all
possible.

The space of healthy triples (T,S,F ) is a complete lattice under the component-
wise superset (subset) order.

5 Consider a trace t that can be extended by u ∈ O∗ to tu ∈ F and, for simplicity,
define a refusal set to be a set of streams. Then we may associate with t any refusal
set consisting of output streams that are not involved in the events recorded in u [9].
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5.2 Operators

The refinement order remains superset. The operators previously introduced
can be lifted to the traces/successes/failures model by defining their failures, and
several more operators are now meaningful. In particular, the first approximation
to a recursion is now div rather than stop.

failures(stop) = I∗ .

failures(P0 � P1) = failures(P0) ∪ failures(P1) .

failures(t → P )
= (I∗ \ {u, v, w : {u, v} ⊆ I∗ ∧ w ∈ O∗ ∧ vw � tu : v})

∪ {u, v : u ∈ failures(P ) ∧ v � tu : v} .

A guarded choice is between those prefixed-processes for which all the inputs
required by their guards are available.

failures((|0≤i<nti → Pi)
= (I∗ \ {i, u, v, w : 0 ≤ i < n ∧ {u, v} ⊆ I∗ ∧ w ∈ O∗ ∧ vw � tiu : v}

∪ {i, u, v : 0 ≤ i < n ∧ u ∈ failures(Pi) ∧ v � tiu : v} .

failures(skip) = failures(t−1) = ∅ .

failures(t) = I∗ \ {u, v, w : {u, v} ⊆ I∗ ∧ w ∈ O∗ ∧ vw � tu : v} .

failures(P/t) = {u : tu ∈ failures(P ) : u} .

failures(P0; P1)
= failures(P0)

∪ {t0, t1, t, v : (t0, v) ∈ successes(P0) ∧ vt1 ∈ failures(P1) ∧ t � t0t1 : t} .

failures(P0 ‖ P1)
= {t : t ∈ (A0∪A1)∗∧ ( (t � A0 ∈ dom(successes(P0)) ∧ t � A1 ∈ failures(P1))

∨ (t � A0 ∈ failures(P0)) ∧ t � A1 ∈ dom(successes(P1))
∨ (t � A0 ∈ failures(P0) ∧ t � A1 ∈ failures(P1)) ) : t \ C} .

Divergence. The process div never becomes stable.

traces(div) = I∗

successes(div) = failures(div) = ∅ .

Angelic Choice. The process P0�P1
6 behaves like P0 or like P1, except that

it can only refuse to produce its first output if both P0 and P1 can so refuse.
(In CSP, a similar operator can only refuse to engage in its first event if both
arguments can so refuse.)

traces(P0�P1) = traces(P0) ∪ traces(P1)

successes(P0�P1) = successes(P0) ∪ successes(P1)

failures(P0�P1) = ((failures(P0)∪failures(P1))\I∗)∪(failures(P0)∩failures(P1)) .

6 Unfortunately, Broy [5] uses the symbol ∇ for angelic choice and � for erratic choice.
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The following ‘step’ law [27] relates angelic choice to guarded choice.

Let Q = |0≤i<mti → Pi and R = |m≤i<nti → Pi. Then
Q�R = |0≤i<nti → ((Pi�((R � i < m � Q)/ti)) � ti ∈ I∗ � Pi) .

6 Successes/Failures/Divergences Model

One may object to the above models on the grounds that they imply that di-
vergence is the best thing that can happen. An alternative approach goes to
the opposite extreme, as in Brookes and Roscoe’s failures/divergences model [4].
Divergence is modelled as chaos, being the worst thing that can happen. The
set D of divergences is a subset of A∗.

In the traces/successes/failures model, T had to be given explicitly because
after certain traces no stable state might be reachable. Now, however, we shall
consider every divergence to be a failure too, enabling us to extract T from F
and S, by means of the following definition:

T = {t, u : u ∈ O∗ ∧ tu ∈ F ∪ dom(S) : t} .

All nine conditions of the previous sections must still be satisfied. There is some
redundancy, however, since Conditions (4), (5) and (8) follow from the definition
of T and Conditions (7) and (9).

6.1 Healthiness Conditions

There are five more healthiness conditions:

Every divergence is a failure.
D ⊆ F (10)

Every divergence paired with any sequence of input events is a success.

D × I∗ ⊆ S (11)

D is extension-closed.
DA∗ ⊆ D (12)

D is closed under reordering.

{t, u : t ∈ D ∧ u � t : u} ⊆ D (13)

Every trace that gives rise to unbounded nondeterminism is a divergence.

{t : |{u : u ∈ O∗ ∧ tu ∈ F : u}|
+ |{u, v : u ∈ O∗ ∧ (tu, v) ∈ S : (u, v)}| = ∞ : t} ⊆ D

(14)

Note that Conditions (10), (12) and (14) together imply that {t, u : u ∈
O∗ ∧ tu ∈ D : t} ⊆ D. Note also that, if O 
= ∅, then D can be defined to be
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{t : |{u : u ∈ O∗ ∧ tu ∈ F : u}| + |{u, v : u ∈ O∗ ∧ (tu, v) ∈ S : (u, v)}| = ∞ : t},
Condition (13) becoming redundant because it follows from the definition of D
and Conditions (7) and (9).

This time the conditions that we impose mean that our space of healthy
tuples is not a complete lattice, but only a complete partial order (cpo) under
the component-wise superset order.

6.2 Operators

The refinement order remains component-wise superset. Recursion is now the
least fixed point with respect to this order.

As T , F and S have to be augmented to reflect the chaos that arises after di-
vergence, we need new semantic functions traces⊥(P), successes⊥(P ),failures⊥(P )
and divergences(P ).

The semantic clauses for each operator will be omitted here, but it is worth
making the following point. In the successes/failures/divergences model, if t ∈
O∗, then (t → div) = div and so µX. (t → X) = div . Thus the model is
unsuitable for analysis of networks relying upon processes that output forever
without waiting for input. The traces/successes/failures model should be used
instead.

7 Conclusion

A mathematical framework has been developed for Data-Flow Sequential Pro-
cesses, a CSP-like language that assumes buffered communication between pro-
cesses. DFSP operators include stop, skip, div, recursion, reaction, unread-
ing, after, nondeterministic choice, angelic choice, conditional choice, prefixing,
guarded choice, sequential composition, iteration and parallel composition. Each
term in DFSP denotes a process in an abstract model. The traces/successes/ fail-
ures model is an adaptation of the stable-failures model of CSP; the successes/
failures/divergences model is an adaptation of the failures/divergences model of
CSP.

Upon termination of a process, the contents of its input streams and output
streams remain available to its successor. It suffices to know how that successor
behaves for the single case in which all of the streams are empty, in order to
determine the effect of this sequential composition! This contrasts with the se-
mantics of occam [26], for example. Stubs allow state information to be passed
through a sequence of processes. Alternatively, Broy and Lengauer’s approach [6]
is adequate for nondeterministic choice, but does not handle angelic choice (as
found in ‘nonstrict merge’, for example) [5]. Failures-based models are more
expressive in this respect.

Note that program variables can be accommodated within DFSP: each vari-
able is represented by an input stream on which read and unread actions are
performed; their states are passed through stubs.

This paper has highlighted just a few of the algebraic laws of DFSP, focusing
instead on its denotational semantics. As future work one might follow the same
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research agenda for DFSP as for CSP [27], namely, algebraic semantics, opera-
tional semantics, relationships between the various semantics, a full-abstraction
result for the denotational models, a characterization of deterministic processes,
application of the theory and provision of tool support.
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